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ABSTRACT

Informationextractorsand classifiersoperatingon unrestrictedun-
structuredexts areanerrorful sourceof largeamountf potentially
usefulinformation,especiallywhencombinedwith a cravler which
automaticallyaugmentsthe knowledge basefrom the world-wide
weh At the sametime, thereis muchstructurednformationon the
World Wide Webh. Wrappingtheweb-sitesvhich provide thiskind of
informationprovide uswith a secondsourceof information;possibly
lessup-to-date but reliableasfacts. We give a casestudy of com-
bining information from thesetwo kinds of sourcesin the context
of learningfacts aboutcompanies.We provide resultsof associa-
tion rules, propositionalandrelationallearning,which demonstrate
that data-miningcanhelp usimprove our extractors,andthatusing
information from two kinds of sourcesimproves the reliability of
data-minedules.

1. INTRODUCTION

The World Wide Web hasbecomea significantsourceof informa-
tion. Most of this computetretrievable informationis intendedfor
consumptiorby humansandis notreadily-availableasa datasource
in computerunderstandabléorm. One currentresearchchallenge
for this domainis to have computersot only gatherandrepresent
knowledgeexisting on the Web, but alsoto usethat knowledgefor
planning,acting,andcreatingnew knowledge. In otherwords,is it
possibleto learnnew thingsfrom the Web?

If this challengeis thoughtof asa stepwiseprocessof first gath-
ering knowledgeandthenmining it, then several researcherbave
addressedhe first pieceof this challenge. The wrapperinduction
community[12, 11] hasdevelopedlearningalgorithmsfor extract-
ing propositionalknowledgefrom highly-structuredautomatically-
generatedveb pages. Their goalis to reconstructhe explicit data
sourcesausedto createthe web pages. For example,[3] efficiently
learnextractorsfor informationaboutmovie theatersandrestaurants
from Web-base@ntertainmenguidesandcombinethisinformation
with amapsystemto createanintegratedapplication.Theinforma-
tion extractioncommunity which grew up aroundthe MUC confer
enceq14], is orientedmoretowardsextractingpropositionaknowl-
edgefrom free-form,unstructurediatasources.The goalfor these
techniquess to reconstructn symbolicform knowledgeknown by
the authorandrepresente@xplicitly in the text of the web pagein
question.Thefield hasprogressedrom hand-constructeektraction
rules[20] and[19] to learningextractionrulesfrom asetof data.For
example,[9] learnsrule-basednformationextractorsto identify the
nameof apersorgiventheirhomepage.A third approactdealswith
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extractingrelationalknowledgeexisting on the Webthrougha com-
binationof web pagesandtheir hyperlink structure. The goalis to
look beyondthe formattedtext on webpagesto learnto identify re-
lationssuggestedy hyperlinksbetweerpagesIn oneexample,[18]
userelationallearningto identify advisoradviseeelationsbetween
faculty andgraduatestudentausingthe text andhyperlinkson their
webpages.

In ourpreviouswork [5, 6], theWeb—>KB projecthasfocusednin-

tegratingthesehreetypesof informationgatheringor thepurposeof

constructingelationaland propositionakymbolicknowledgeusing
theWebasour datasource We useda large setof featureextractors
includingsimplehand-writternwrappers|earnednformationextrac-
tors,text classificatiorandrelationallearning. Theresearcldemon-
stratedthatit is possibleto discover, with relatively high accurag,

a collectionof factswithin a specificdomainof interestby selectve

spideringof the Weh

This represent®nly thefirst stageof our initially-statedchallenge;
we muststill demonstratehatinformation extractedfrom the Web
is both accurateand detailedenoughto be useful. We aim to first
constructsucha knowledgebaseandthenperformdatamining on it
to identify patternof knowledgethatwerenotexplicitly represented
asfactsontheWeh

In this paper we detail our currentwork in creatingand using a
knowledgebaseaboutcorporationsaaroundthe world. Built by spi-
deringboth primaryandsecondarynformationsourceson the Web,
we have collecteda knowledgebaseof mostly-truerelationaland
propositionalfactson a total of 4312 companies.We have applied
severaldatamining techniquedo this knowledgebase.Our prelim-
inary resultsindicatethat thereis indeedpromisein automatically
learningnew thingsfrom the Weh For example,we discover inter
estingregularitiesin our datasuchas“Advertisingagenciesendto
be locatedin New York” Sucha rule is automaticallyconstructed
by extracting and identifying locationsand industry sectorsof all
our companies,and then noticing that companiesn the adwertis-
ing industry disproportionatelyhave locationsin New York. The
knowledgethatwe have extractedto dateis primarily commonsense
or known knowledgeaboutcompanieghatare not explicitly repre-
sentedasfactsin our knowledgebase. We considerthis an appro-
priatefirst stepin demonstratinghe feasibility of this approach.In
future efforts, we aimto discover novel relationsin our datathatare
trueandmeaningful.

Note that the approachto text mining we adwocatein this paper
standdn significantcontrasto whatis traditionallytermedtext data
mining [10]. Otherapproachesisethe text itself asthe stratafor



performinga mining analysis.For example,[10] hascreateda sys-
temfor genefunction discovery usingmedicaltexts. [2] describea
procesdor text mining to discover grammaticalmorphologicaland
structuralrulesthat hold true for the text in question. In contrast,
we do not usethe base-lgel text asinput to our mining algorithms,
but first build a traditionaldatamining datasethroughthe useof a
variety of simpleandelaborateext featureextractors.Then,we ap-
ply fairly traditionaldatamining algorithmsto discover knowledge
aboutthe subjectof thetext.

This paperfirst describeshe featuresdatasourcesandlearningal-
gorithmsusedto constructthe corporateknowledgebase. Thenwe
presenta brief overview of the datamining techniquesve employ
We show ourinitial dataminingresults.Finally, we discusurplans
for continuingthis researclwith specificsuggestionanddiscussion
of futurework.

Data Mining
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Figure 1: Processof acquiring potentially interesting informa-
tion about companiesfrom the Web.

2. DATA SOURCESAND FEATURES

Our goal was to assemblea knowledge basecontaininginforma-
tion abouta large numberof companiesthen usethis knowledge
basefor datamining experimentsto explore somegeneralproper
ties of companiesandtheir relationshipswith eachother This pro-
cesssillustratedin Figurel. To begin datacollection,we consulted
theHooversOnlineWebresourcg<www. hoover s. conm) which
containsdetailedinformation abouta large numberof companies,
andselectedhosecompanieswith home-pagdJRLs listed. These
compaty namesandURLs weregivento a customcrawvler we built
for extractinginformation from compaty Web sites. This crawler
visited 4312 differentcompaty Web sitesand searchedhe first 50
Web pageson eachsite (in breadtHfirst order)for thefeaturedisted
in Section2.1. In all our cravler examinedjust over 108,000Web
pages. To augmentthis information, we built a wrapperto extract
informationabouteachof these4312companiesrom Hoovers.The
detailsof thesewrappedfeaturesaregivenin Section2.2. Thecom-
pletelist of featureds givenin Tablel.

2.1 Extracted features

The extractedfeaturesall comedirectly from crawling the compaty
Websites. A variety of techniquesfrom the simpleto the elaborate
wereusedto createthem.

At the simple end, the links-to and mentions featureswere found
usingsimpletext searchesn all the web pageswith a pre-defined

list of compary URLs andnamegakenfrom Hoovers. The officers
werefound usinga very simpleregularexpressioron ary pagethat
containedthe word “officer” or “director”. The performs-activity
featureis similar, looking for keywordsassociateavith eachtype of
activity on the Web pagesof the compayy. If thetop level domain
of the compary’s homepageURL is a country domain, thenthat
countryis usedasthevaluefor thefeatureurl-country .

Text classificatiormethodswvereusedto extract sectorandcoarse-
sectorfeatures.Usinganindependensetof companiesvith known
sector and coarse-sectorlabels,we built a Naive Bayesianmodel
for the sectorlabels(200 differentvalues)andthe coarse-sectda-
bels(12 differentvalues) basednasampleof Webpagedrom each
compalty’s Web site. Naive Bayesascommonlyusedon text [13] is
astandardext classificatioralgorithmwhichis easyto trainandper
forms quite well. For eachcompaly cravled in our new knowledge
base the labelspredictedby thesemodelson the pooledWeb pages
from the compaly’s site were usedasthe sector andcoarse-sector
values.

The locations featurewasextractedusingthe mostadvancednfor-

mation Extractiontechniques.A Naive Bayesmodelof regions of

text surroundindocationswasusedasdescribedn [8] in conjunction
with phrase-basegktractionruleslearnedrom ahandfulof seedex-

amplesusingmeta-bootstrappingndthe AutoSlogsystem17].

2.2 Wrapper featuresfr om secondarysources
In contrasto thefeaturesextractedfrom the compary Web sites the
extractorsusedto obtaincompaly informationfrom Hooverscould
rely onamostlyregularformatin whichto find therelevantinforma-
tion. Informationextractorsfrom suchautomaticallygeneratedext
areusuallycalledwrappers.

Varioussimple wrapperswere written to extract the featuresfrom
the Hoovers’ pagesfor eachcompary. From the Hoovers’ Cap-
sulepagewe extractedhoovers-setor, hooversindustry, hoovers-
type, addressand someof the valuesfor officers, competitor and
subsidiary. Whenavailable,we extractedvaluesfor products, au-
ditors, competitors; andrevenue net-income net-profit andem-
ployeesfor all theyearslisted.

2.3 Abstracted features

We augmentedheseextractedfeaturesvith somenew featuresuilt
from them. Eight of the featureswe addeddescribedelationships
betweercompaniebasedncross-referencinfgaturessuchasshare-
officers andsame-state andwere attemptgo give our datamining
algorithmssomebackgroundknowledge about somerelationships
we believedmight be usefulwhensearchindor regularities.

We also addedfour otherfeaturesto discretizeour continuousfea-
tures(revenue net-income net-profit andemployee$. Mostly these
wereaddedo allow oneof our datamining algorithms,which could
notacceptcontinuoudeaturesto usediscretizedversionsof them.

3. DATA MINING ALGORITHMS

In our experimentgo find patterndn our knowledgebase we used
severallearningalgorithms.Thefollowing sectiondescribegachal-
gorithmandgivessomemotivationasto why thesealgorithmswould
be expectedo performwell for ourtasks.

Givenadatasebf informationon companiesollectedfrom theWeb,
our first questionis typical in DataMining contexts: Canwe learn



Feature

Values

Description

EXTRACTED FEATURES

performs-activity

8

Thetypesof actwvity thiscompanyengage.

links-to Companiesvhosewebsitesarepointedto by thiscompany
mentions Companiesvhosenameoccursonthis companysWeb site.
officers Officersof thiscompany
sector 200 Naive Bayespredictedeconomicsectorof company
coarse-sector 12 Naive Bayespredictedcoarse-grainedconomicsector
locations Derivedfrom a naive Bayesclassifieron smallregionsof text surroundingcountrynames
[8], andautoslog-baseriles[17].
url-country 39 Inferredfrom the URL domainnamewhereapplicable.
WRAPPED FEATURES
hoovers-sector 28 SectoilistedonthecompanysHooverspage.
hoovers-industry 298 Industrylistedonthe companysHooverspage.
hoovers-type 18 Public,private,schooletc.
address Addressaslistedonhoovers.
city, state Extractedrom address
competitor Companieshatcompetewith this company
subsidiary Companiedisted assubsidiarie®f this company
products 4648  Productcategoriegxtractedrom the productspage.
officers Officerslistedon the Hooverspage.
auditors 266 Companyauditors.
revenue Revenuedatafor up to thelast10years.
net-income NetIncomedatafor up to thelast10years.
net-profit Net Profitdatafor upto thelast10years.
employees Numberof employeegachyearfor up to thelast10years.
ABSTRACTED FEATURES
same-state Companiesn thesamestateasthis company
same-city Companiesn thesamecity asthis company
share-officers Companieshathave officersin commorwith this company
mentions-same Companieshatmentionsomecompanyalsomentionedy this company
links-to-same Companiesghatlink to somecompanyalsolinkedto by this company
reciprocally-mentions Companiesnentionedy this companywho mentionthis company
reciprocally-links Companiedinked to by thiscompanywholink to thiscompany
reciprocally-competes Companiedisted asa competitorof this companywholist this companyasa competitor
revenue-binned 10 Revenuedor eachof upto 10 yearsbinnedinto 10 equalsizedbins.
net-profit-binned 10 Net profitssimilarly binned.
net-income-binned 10 Netincomesimilarly binned.
employees 10 Employeesimilarly binned.

Table 1: Completelist of featuresused.

somethingaboutthe companiegepresentedn our data, are there
ary interestingnew thingsto befoundthere?Thatmotivatedtheuse
of an unsupervisealgorithmfor discovering associationsn large
datasetslescribedn Section3.1.

Inspectionof the dataand the featuresusedby the unsupervised
learningresultedn anapproachor narraving the problemby defin-
ing potentiallyinterestingtarget concepts.For instance pne poten-
tially usefulandlearnabletamet functionis distinguishingbetween
companiegrom differenteconomicsectorsln orderto find regular
ities for a particulartamget concept,we usedsupervisedalgorithms
for learningpropositionalandfirst orderrules. We werealsointer
estedin learningrulesthat characterizeelationshipdbetweencom-
panies.Someof theserelationshipsvouldbevery naturallycaptured
by first-orderrules,generalizingacrosgelationshsipdetweerpairs
of companiesn our datasetWe hopedto discover rulesof theform
competitor(A,B) :- sector (A,S), sector (B,S), not links_to (A,B), men-
tions (A,B).

Ourabstractedeaturedescribedn Section2.3werealsoanattempt
to encodesomeof thesekinds of informationin ways that would
makeit easierfor propositionalrelationallearnersto capitalizeon
them.

3.1 Discoveringassociations

In orderto find associationsn the data,we first discretizedall the
continuoudeaturesandthenmappedeachfeatureto asmary Boolean
featuresasit hasdistinctvalues.In thisway, we endedwith about26
00O0featuresandexamplesrepresentewith sparsevectors.

UsingtheseBooleanfeaturego represenbur data,we generates-
sociationrulesby applyingthe Apriori algorithm[1] usingthe pub-

licly availableimplementation[4], a versionof which is incorpo-
ratedin the commerciallyavailable datamining package’Clemen-
tine” [21]. In atypical dataminingsetting,it is assumedhatthereis

a finite setof literals (usuallyreferredto asitems)and eachexam-
pleis somesubsedf all theliterals. The Apriori algorithmperforms
efficentexhaustve searchy usingdynamicprogrammingandprun-

ing the searchspacebasedon the parametergiven by the userfor

minimum supportandconfidenceof rules. This algorithmhasbeen
widely usedfor mining associationrulesover “basketdata”, where
literalsareall theitemsin a supermarketindexamplesaretransac-
tions(specificitemsboughtby customers).

An associatiorrule is animplication of the form X — Y, where
X andY aresubsetof literalsand X N'Y = ¢. We saythatthe

rule holdswith confidence if c% of examplesthat contain X also
containY. Therule is saidto have supports in the dataif s% of

examplescontain X U Y. In otherwords,we cansaythatfor the

rule X — Y, supportestimates” (X, Y') andconfidenceestimates
P(Y|X).



3.2 Learning propositionalrules
Decisiontreeshave often beenusedin DataMining taskssuchas
finding cross-sellingppportunitiesperformingpromotionsanalysis,
analyzingcreditrisk or bankruptg, anddetectingfraud. We usethe
C5.0algorithm (an extensionof C4.5 proposedby Quinlan(1993))
whichgenerateadecisiontreefor thegivendataseby recursve par
titioning of the data. The particularimplementatiorof C5.0we use
is partof the commerciallyavailabledatamining package'Clemen-
tine”. In our experimentswe usethe InformationGainratio asthe
splitting/selectiorcriterion and perform pruning at differentlevels.
Sinceour goalis to discover patternsn our dataandnotto classify
or predictunseerinstancesye derive arule setfrom adecisiontree
by writing arule for eachpathin thedecisiontreefrom therootto a
leaf.

3.3 Learning relational rules

We aresearchindor regularitiesin arelationalknowledgebase and
thusableto benefitfrom usinga relationallearner Quinlans FoiL
systen15, 16]is agreedycoveringalgorithmfor learningfunction-
freeHorn clausesFolL inducesachHorn clauseby beginningwith
an emptytail andusinga hill-climbing searchto add literals to the
tail until the clausecoversonly (mostly)positive instancesTheeval-
uationfunction usedfor the hill-climbing searchis aninformation-
theoreticmeasure.

By usingthe relationaldescriptionof companiesn our knowledge
basedirectly, FoIL can use patternsin the relationshipsbetween
companiesn its searchfor interestingregularities. This is in con-
trastwith associatiorrulesanddecisiontreeswhich are confinedto

usingthe propositionalisedersionsof ourknowledgebase As with

decisiontrees we usedFoiL in aclassification-orientedpproacho

datamining, giving it tamgetconceptgo learn.

4. EXPERIMENTAL RESULTS

Experimentsvereperformedisingthefeaturegivenin Section2 (in

somecasedusinga subsetf the featureslandthe threealgorithms
describedn Section3. Sincewe arelooking for interestingregu-
laritiesin the data,we evaluatedthe generateanodelsbasedon the
coverageof thetrainingexamplesandby checkingthe contentof the
models.

Ourfirst setof experimentsaimedat discoveringassociationin the
datausingassociationmulesasdescribedn Section3.1. The second
setof experimentsnvolved decidingon the targetrelationin order
to find rulesdescribinghetarget concept We selectedhefollowing

tamget relations: hooverssector hoovers-type,auditors, competi-

tor, share-officers,country, and state We generategbropositional
rulesusingDecisiontreeg(seeSection3.2) andfirst orderrulesusing
thefirstorderrulelearningsystem(seeSection3.3). Thefindingsare
describedn therestof this Section.

4.1 Apriori Experiments

Using associatiorrules as describedn Section3.1. we generated
rules using all but the continuousfeatures. Using the default pa-
rametersetting(minimal supportof a rule setto 10% and minimal
confidenceof arule setto 80%)we obtained2658associatiomules.
Inspectionof the mostfrequentrules pointedout the needfor data
cleaning.[7] point out thatdatacleaningis a significantstepin ary
data-miningapplication. In our case,wheresomeof our features
are known to be noisy, closerinspectionof a very high-accurag
rule revealedthe sourceto be systematicerrorin oneof our extrac-
tors. (“Human Resources’vas mistakenlyextractedas an officer

of companiesn mary instances).In this way, the data-miningap-
proachlendsitself to a two-phaseapproachjn which we canalso
improve our extractors. After remaving rulesthat containedsome
of thewrongly extractedfeaturesye endedup with 254association
rules. Below aresomeexamplesof the ruleswe foundamongthem.
For eachrule we give its confidenceexpressedispercentag®f ex-
amplescontainingall the rule featuresfollowed by the percentage
of exampledor which the associatiornolds(support,confidence).

Amongthehighestconfidencaulesarethoserelfectingassociations
betweenour Extractedfeatures. Examplesare the following rules
thatcanintuitively be understoociscompanieswith documentation
on their sites,that either are locatedin USA or provide technical
assistanceareinvolvedin sales

performs-activity=sell :- locations=united-states,
links-to=adobe-systems-incorporated (10.8%, 93.0%)

performs-activity=sell :- performs-activity=technical-assistance,
links-to=adobe-systems-incorporated (11.9%, 91.1%)

We checkedour databasdor instancedinking to adobe-systems-
incorporated, and confirmedthat this is mostly dueto web pages
linking to PDF files (documentation)andalsolinking to Adobeto
provide visitors with the possibility of readingtheir documentation
(by downloadinga PDF acrobateader).

A secondnterestingregularity is thatin our data,most companies
locatedin Japan either sellor perform reseach (seethetwo rules
below), while companiedocatedin USA eithersell or supply

performs-activity=sell :- locations=japan (14.5%, 90.8%)
performs-activity=research :- locations=japan (13.2%, 82.2%)

We confirmedthat aboutonethird of our companiesarelocatedin
USA (37%) andamongthemabout70% performresearchverified
by runningwith alower confidencehresholdhanour default).

performs-activity=research :- locations=united-states (26.9%, 72.5%)

Runningtheassociatiomulesalgorithmwith lower supportandcon-
fidence(supports%,confidencé&0%),revealedhatcompaniesmen-
tioning software on their Web pagesare mostly located in the
USA. We alsofoundthatcompanieperformingsalessupplyandre-
searchthathavedocumentatioflink to adobe-systems-incorporated)
ontheirWebpagesareprobably(61.2%)locatedn USA (thesecond
rule below). The third rule belon canbe intuitively understoodas
mostcompaniesin the technologysectorarelocatedin the USA.

locations=united-states :- performs-activity=supply,
performs-activity=expertise, mentions=software (5.3%, 64.0%)

locations=united-states :- performs-activity=sell,
performs-activity=supply, performs-activity=research,
links-to=adobe-systems-incorporated (7.0%, 61.2%)

locations=united-states :- performs-activity=supply,
coarse-sector=technology-sector (5.8%, 50.1%)

Associationrulesinvolving financialfeaturegrevenue,incomeand
profit) shavedthatmostof the companiesin our datasetare stable
in their finances For instancethefollowing rule shavsthata com-
pary with high revenuein 1993-1996s highly probable(99.5%)to
have a highrevenueagainin 1997.

revenue-1997=high :- revenue-1996=high, revenue-1995=high,
revenue-1994=high, revenue-1993=high (5.0%, 99.5%)

In orderto get somemore associationwith lower confidencefor
somefeatureswe consideredespeciallyinteresting,we reducedhe



featuresetto the following four features: url-country, hoovers-
secwr, competitor andauditors. After transforminghemto Boolean
featureswe had3532features.Runningthe associatiorrulesalgo-
rithm onthisreducedsetof featureswith low supportandconfidence
(supportl%, confidencel0%) resultedin 38 ruleswith this support
andconfidenceor higher

Suprisingly thereis an associatiorbetweerauditors andhoovers-
sector. The following rules give three conclusionssupportedby
about1-2 % of our data. First, companiesin computer-software-
&-services have PricewaterhouseCoopers (20.9%) or Ernst &
Young(14.3%)astheir auditor. Secondcompaniesn diversified-
serviceshave Price-WaterhouseCoopers(15.7%) or Arthur An-
dersen(13.9%) astheir auditor. Third, companiesin drugs have
Ernst& Young(26.8%) astheir auditor.

auditors=pricewatethousecoopers-lip :-
hoovers-sector=computer-software-&-services (1.7%, 20.9%)
auditors=emst-&-young-llp :-
hoovers-sector=computer-software-&-services (1.2%, 14.3%)
auditors=pricewatethousecoopers-lip :-
hoovers-sector=diversified-services (1.2%, 15.7%)
auditors=arthur-andersen-llp :-
hoovers-sector=diversified-services (1.1%, 13.9%)
auditors=emst-&-young-llp :-
hoovers-sector=drugs (1.0%, 26.8%)

We canalsoseeassociationbetweerhoovers-setor andcompeti-
tors asfollows. About half of the companiesthat competewith
microsoft-corporation are in computer-software-&-services(the
firstrule)and about a quarter of companiesthat arein computer-
software-&-servicescompetewith microsoft-corporation.

hoovers-sector=computer-software-&-services :-
competitor=microsoft-comporation (2.1%, 54.9%)

competitor=microsoft-corporation :-
hoovers-sector=computer-software-&-services (2.1%, 25.7%)

The following rules shav a competitorwhich is a good predictor
for differenthoover-sectors supportedoy about1% of our compa-
nies. They canbeunderstoodisfollows: most companiescompet-
ing with Conagrainc., KMart Corporation and BP Amocop.l.c.
are in food-beverage-&-tobaccoretail and energy, respectively

hoovers-sector=food-beverage-&-tobacco :-
competitor=conagra-inc (1.0%, 89.8%)

hoovers-sector=retail :-
competitor=kmart-corporation (1.0%, 75.0%)

hoovers-sector=energy :-
competitor=bp-amoco-p.l.c. (1.1%, 73.0%)

4.2 DecisionTrees

Associatiorrulesallow usto find arbitraryassociationbetweermary
featuresat the costof representationalompleity. If we arewilling
to decideon atamgetfunctionperrun,a decisiontreelearnercanex-
ploremorecomple rules.In thedecisiortreesshavnin this section,
thefirstnumberin bracketgefersto thenumberof examplesovered
by therule. The secondshawsthe fraction of themwhich have the
tamgetlabelshown.

We learneda decisiontree to predictthe economicsectoras de-
scribedby Hoovers. Oneof our predictorsvasa naive Bayesclassi-
fier for economicsector usingboth a coarseandfiner-grainedclas-
sificationwhich were not identicalto Hoovers’. Note that this ap-
proachcouldallow usto improve ontheaccurag of aclassifietbased
on the web pagedy usingotherfeatures.|t alsoallows usto learn
a mappingbetweensimilar featuresderived from differentsources,
which canthenpermitthetwo featurego beusedidentically,

city Atlanta
revenuel996 =< 0.1
revenuel996 > 0.1
city Houston
coarse-sector [basic-materials, capital-goods, transpor tation]
— > Manufacturing (10, 0.3)
coarse-sector [financial, healthcare, technology]
— > Computer Software & Services (21, 0.238)
coarse-sector [conglomerates, consumer-cyclical,
consumer-non-cyclical, energy, services, utilities]
— > Energy (49, 0.49)

— > Diversified Services (28, 0.179)
— > Computer Software & Services (20, 0.2)

city Dallas
netincomel999 =< 19
netincomel999 > 19
city Minneapolis
employees1996 =< 2.4
employees1996 > 2.4

— > Health Products & Services (25, 0.2)
— > Leisure (25, 0.2)

— > Diversified Services (23, 0.174)
— > Manufacturing (20, 0.3)

Figure2: Partial decisiontreefor Hooverssectorusingcombina-
tion of learned featuresextracted from web-pagesand symbolic
featureswrapped from the Hooversweb-site.

coarse-sector [utilities] — > Utilities (69, 0.623)
coarse-sector [energy]
hoovers_type NIL  — > Energy (39, 0.897)
hoovers_type Public
employees1993 =< 4.6
employees1993 > 4.6
coarse-sector Services
sector Communications-ser vices
netincomel999 =< 1.8
netincomel999 > 1.8

— > Energy (42, 0.357)
— > Telecommunications (20,0.4)

— > Media (38, 0.342)
— > Telecommunications (33,0.333)

coarse-sector Technology
sector Waste-management-services
netincomel998 =< 4 — > Computer Software
& Services (38, 0.421)
netincomel998 > 4 — > Diversified Services (22,0.227)
coarse-sector Financial
revenuel992 =< 4.5
sector Investment-services
employees1993 =< 0 — > Financial Services (35,0.429)
employees1993 > 0 — > Banking (23, 0.739)
revenuel992 > 4.5 — > Financial Services (62, 0.548)
coarse-sector Transportation
sector Misc-transportation
revenuel996 =< -1.2
revenuel996 > -1.2
netincomel996 =< 22
netincomel996 > 22
sector Railroad
employees1999 =< 36.4
netincome2000 =< 3.1
net_income2000 > 3.1
employees1999 > 36.4

— > Telecommunications (21,0.286)

— > Diversified Services (31, 0.323)
— > Manufacturing (22,0.227)

— > Media (33, 0.152)
— > Drugs (21, 0.238)
— > Transportation (49,0.184)

Figure 3: Partial decisiontreefor Hooverssectorusingcombina-
tion of learned featuresextracted from web-pagesand symbolic
featureswrapped from the Hooversweb-site.For this treewe ex-
cludedthe city feature to focuson learning rules to improveour
web-pagebasedsectorclassifiers.

The resultingdecisiontreeis shovn in Figure 2. Interestingly de-
pendingon the city the compaly is locatedin, differentfeaturesare
then usedto predictthe sector For Atlanta, computercompanies
have a higherrevenuethandiversifiedserviceccompaniegsamefor
Chicago;not shonn). For Houston,dependingon the coarse-sector
(basedon noisy Naive Bayesclassificationof the compaly web-
pages)we predicteitherManufacturingComputerSoftware& Ser
vices,or Enegy. For Dallas, mostHealthcompaniesrenon-profit
andthushave alowerincomethanleisurecompanies.

Next we excludedthe city featureto focuson learningrulesto im-
prove our web-pagebasedsectorclassifiers.The resultingdecision
treeis shavn in Figure 3. Note that Telecommunicationkasmore
employeeghan Enegy and canhelpweedout incorrectclassifica-
tions in the coarse-sectopredictionfor energy. Wherethe Naive
Bayesclassifierpredictscommunications-servicefcome can be
usedto distinguishbetweerMedia (lowerincome)andTelecommu-
nicationghigh). WheretheNaive Baye<classifiepredictsnvestment-
services,employeescan be usedto distinguishbetweenFinancial
Services(laver) and Banking (high). This decisiontree also finds
irregularitiesin the Naive Bayespredictionsfor the transportation



US Company=< 0
US Company > 0
net_profit2000 =< 0
revenuel998 =< 0.2
hoovers_sector Aerospace/Defense
hoovers_sector
Computer Software & Services ~ — > Private (51, 0.725)
hoovers_sector Drugs — > Private (14, 0.571)
hoovers_sector Financial Services — > Private (39, 0.564)
hoovers_sector
Food Beverage & Tobacco
hoovers_sector
Health Products & Services — > Not-for-Profit (40, 0.475)
hoovers_sector Leisure — > Private (84, 0.679)

— > Public (932, 0.838)

— > Subsidiary (6, 0.5)

— > Private (62, 0.629)

hoovers_sector
Telecommunications ~— > NIL (28, 0.536)
hoovers_sector Diversified Services
sector Immigration-law ~ — > Foundation (24, 0.333)
sector International-law ~ — > Partnership (18, 0.833)
sector Maritime-law ~ — > Partnership (11, 0.909)

Figure 4: Partial decisiontreefor Hooverstype using combina-
tion of learned featuresextracted from web-pagesand symbolic
featureswrapped from the Hooversweb-site.

sector(lastrule in thetree).

Our next decisiontree target function was hooverstype, which at-
temptsto learnrulesto predictHoovers’ classificatiorof companies
into Private, Public, Not for Profit, etc. We definedthe featureUS
Compauy for this decisiontree, which is definedto be a compaty
whoseaddresgyiven by Hooversis a statein the US. The resulting
treeis shavn in Figure4. In our data-setthe bulk of non-UScom-
paniesare publicly traded. For US companiesthosein the health
servicessectorare non-profit,while otherswith low profit andrev-
enueare private. In addition, unlessthe sectoris Diversified Ser
vices,thenif predictedsectorpredictedby the nave Bayesclassifier
is law(immigration,maritime}heneitherit is eithera foundation,or
apartnership.

The final decisiontree learningtask we undertookwas to predict
a compositefeaturehqg-statecountry for which posiblevaluesare
all US States,and Country names,as definedin the Hoovers ad-

dressinformation. One of our predictorswas url-country, which

we derive from the compaly’s URL, if it is indicatve of a coun-
try. This is derived from the internetstandardRFC 1591 basedon

ISO 3166two-lettercountrycodes.Our decisiontreevalidatesthis

extraction method,shawving that it alwayscorrectly predictscom-

paniesheadquartereth Australia, Japanandthe United Kingdom.

Whenthe URL did not provide uswith theurl-country the treeuses
otherfeaturesto predicthqg-statecountry The first featureselected
in hoovers-type; whenthisis NIL thetreeuseghehooversindustry
feature.

Notethepreponderancef medicalcompaniesndindustriesn Cal-
ifornia, andthefactthathigh-profittechnologycompaniesrebased
in Massachusettperhapsavell establishedompaniesyvhile lower
profit companiegsay start-upsaremorelikely to be headquartered
in California. Our data-miningalsorevealsthelocationsof banking
centeraaroundtheUS, aswell aspickingup onexpectedccorrelations
suchasgamblingin Nevada oil in Texas,high-techindustriedn Cal-
ifornia, andbanking,fashionandadvertisingin New York. Thetree
is showvnin Figure5.

4.3 Foi. Experiments

PropositionaftulesusingFoliL wereusedo investigatdearningrule-
setsfor two broadclassesf tamget function. Thefirst, andsimpler
computationallyclasswereunaryrelations. Specifically we chose
to learnrule-setsfor eachvalueof hoovers-setor andauditors of
eachcompayy.

url-country AU — > Australia (13, 1.0)
url-country JP
url-country UK
url-country NIL
hoovers_type Cooperative
hoovers_type Division of — > CA (15, 0.333)
hoovers_type Government-owned — > CA (23, 0.174)
hoovers_type Joint Venture of — > NY (15,0.2)
hoovers_type Mutual Company ~ — > Canada (10, 0.2)
hoovers_type Not-for-Profit ~ — > TX (42, 0.143)
hoovers_type Partnership — > NY (45, 0.356)
hoovers_type Private — > CA(682,0.196)
hoovers_type Public — > Canada (395, 0.301)
hoovers_type School — > TX(13,0.231)
hoovers_type Subsidiary — > CA (218, 0.165)

— > Japan (140, 1.0)
— > United Kingdom (67, 1.0)

— > CA(27,0.148)

hoovers_type NIL
hoovers.industry Advertising — > NY (7, 0.429)
hoovers.industry Aerospace/Defense - Products — > FL(15,0.2)
hoovers.industry Agricultural Operations & Products — > CA(8,05)
hooversindustry Apparel - Clothing — > NY (15, 0.467)
hooversindustry Banking - Mid-Atlantic ~ — > MD (10, 0.4)
hoovers.industry Banking - Midwest — > IL (37, 0.216)
hooversdndustry Banking - Northeast — > PA (30, 0.367)
hooversindustry Banking - Southeast — > GA (29, 0.276)
hoovers.industry Banking - Southwest — > TX (7, 0.714)
hooversindustry Banking - West — > CA (27, 0.704)
hoovers.industry Biotechnology- Medicine — > CA (62, 0.371)
hoovers.industry Biotechnology - Research — > CA(8,0.625)
hoovers.ndustry Corporate Professional & Financial Software ~ — > CA (43, 0.209)
hoovers.ndustry Engineering Scientific & CAD/CAM Software — > CA(10,0.6)
hoovers.industry Gambling Resorts & Casinos — > NV (12, 0.667)
hoovers.industry Investment Banking & Brokerage = — > NY (20, 0.4)

hoovers.industry Medical Appliances & Equipment
hoovers.industry Medical Instruments & Supplies
hoovers.industry Networking & Communication Devices — > CA (25, 0.52)
hoovers.industry Oil & Gas Exploration & Production ~ — > TX (34, 0.441)
hooversindustry Oil & Gas Services — > TX(18, 0.722)
hoovers.industry Semiconductor - Integrated Circuits ~ — > CA (11, 0.636)
hoovers.industry Semiconductor - Specialized — > CA(11, 0.636)
hoovers.industry Semiconductor Equipment & Materials — > CA (27, 0.444)
hoovers.industry Wireless Satellite & Microwave Communications Equipment
hoovers.industry Information Technology Consulting Services

netprofit1996 =< 0.5 — > CA (23, 0.261)

net_profit1996 > 0.5 — > MA (27, 0.185)

— > CA(43,0.349)
— > CA(28,0.286)

— > CA(17,0412)

Figure5: Partial decisiontreefor Hooversstate and country us-
ing combination of URL basedpredictor, and symbolic features
wrapped from the Hoovers web-site. Usestype of company as
a feature, to produce a corresponderte betweenUS-statesand
industry sectors.

For hoovers-setor we found a rule that canintuitively be readas
companiesheadquartered somewhee other than Fremont com-
peting with “Computer Associatednter national” arein the com-
puter software & servicessector.

computer-software-&-sewices(A) :- hg-city(A,B),
B< >fremont, competitor(A,C),
hg-city(C, islandia), not(employees_binned(A,?,?)).

In ourknowledgebasethisruleis correctfor 51 companiesnddoes
not matchary othercompaniesA little furtherinvestigatiorreveals
that“ComputerAssociatednternational”is theonly compaty in our
knowledgebaseheadquarterenh Islandia.

A hoovers-setor rule with lower coverage,but draving on some
of our extractedfeaturescovers8 companiegorrectlyandnonein-

correctlyin our knowledgebase.Therule canintuitively be under

stoodascompaniesheadquarteredin New York, that are not in

natural-gas-industry nor technology-sectorare in the mediain-

dustry.

media(A) :- hg-city(A,new-york), sector(A,B),
B< >natural-gas-industry, coarse-sector(A,C),
C< >technology-sector, competitor(?,A),
performs-activity(A,?),not(products(A,?)), not(locations(A,?)).

Two otherhooverssectorrule useall threekindsof featurespamely
sector and locations (extractedfrom web-pages)auditors (from

wrappedHooversweb-site) andreciprocally-competeganAbstracted

feature).They all usethelearnedsector Naive Bayesmodelandre-
fine it with knowledgeabouttype of compaty or compaly auditors.



Notethatthe unboundvariablein locations(A,?) andreciprocally-
competes(A,?) canbereadashad a location we extracted from
the web-siteandhas a company listed on its Hoovers pagesthat
alsolists it asa competitor. (Notethatnot all Hooverscompetitor
relationshipsarereciprocalin this way). The first rule matches26
companiesorrectlyandoneincorrectly while the secondmatches
eightcompaniegorrectlyandnoneincorrectly

metals-&-mining(A) :-
sector(A,gold-and-silver-industry), locations(A,?),
type(A,public).

retail(A) :- sector(A,retail-apparel-industry),
reciprocally-competes(A,?),
auditors(A,delatte-&-touche-lip).

Next we learnedrule-setdo predicttheauditors of acompaty. The
highestcoveragerule we found matchecbnly four companiesn our
datasetput all of themcorrectly It canbe intuitively understood
ascompaniesheadquartered in Madrid having listed historical
financial information useArthur Andersenastheir auditor.
arthur-andersen(A) :- hg-city(A,madrid), net_profit(A,?,?).

Finally, we attemptedo learnsomebinaryrelations.This presented

somepractical difficulties (due to algorithm compleity) and also
turnedup someproblemsn ourknowledgebase Ourfirst binarytar
getrelationwascompetitor. To cutdown the computationwe used

only hg-city, url-country , links-to andhoovers-setor asbackground

featuresReassuringlythatsimplerun discoveredthefollowing reg-
ularity matchingl1407companiegorrectlyandnoneincorrectly In
English,this rule stateghattwo companiesin the samesectorare
competitors.
competitor(A,B) :- A<>B,
hoovers-sector(A,C), hoovers-sector(B,C).

5. DISCUSSION

We have demonstratedhat we candiscover interestingregularities
aboutcompaniedy extracting,andthenmining informationon the
Weh However, difficulties arosein this processthat are deserv-
ing of note and discussion. One difficulty we encounteredvasin
the errorful natureof our facts. Most traditional processe®sf data
mining include an extensve phaseof datacleaning. In our sce-
nario, datacleaningwas more problematicthan usualbecauseve
have additionalsourcesof noisefrom the imperfectionof our fea-
ture extractors. For examplethe company-mentions-companyre-
lation was over-populatedby matchingon suchgenericshortened
compaly namessuchas“The Limited”. Our datacleaning/mining
wentthroughseveraliterations whereour mining algorithmswould
discover regularities that were clearly a result of insufficient data
cleaning. When automaticallyconstructingknowledge baseswith
imperfectextractors,the datacleaningeffort will necessarilybe of
thisiterative pattern.

Additionally we note the needfor featureselection,especiallyfor
relationallearning.Boththememoryusageandruntime of the FOIL
algorithmprovedto be problematidor the sizeof our extracteddata
set. Additionally, several of the featureswere prominentin terms
of numberof literals, but low on content. Thesesuggesthe needfor
featureselectiortechniquesOnepossibilityis to performatwo-pass
featureselectiorandlearningprocessFirst, selectrelatively simple,
unarytamgetrelationgo learn. Thisallowsrulelearningalgorithmso
performefficiently, asmary fewer constructedhegative examplesare
required. Theresultsof this first-pasdearningwill suggesa subset
of featureghatare usefulfor datamining. Thus,we usethe results
of thefirst-pasdearningnot for therulesthemseles,but to suggest

thefeaturedo use.Thenusingonly a subsebf the featuresrunthe
expensve, binary relationdiscovery. This procesgproved effective
for our useof FOIL.

Oneresultwe werepleasedo obsene wasthe interactionbetween
thesymbolicfeaturesandthe statistically-desied (naive Bayes)fea-
tures.Baseddnthetext of acompary’swebpagesthesectorfeature
predictsanindustrysector However, asshovnin Sectiord.2,learn-
ing theHoovers-setor involvedmorethanjustmappingrom sector
to Hoovers-setor. Thedecisiontreewasableto identify regionsof
the classificatiorspacefor which naive Bayeswasa poor predictor
and correctfor it with the useof symbolicfeatures.This paradigm
of combiningstatisticaland symbolicfeaturesmay prove usefulas
thereis oftena collectionof both symbolicandtext datawithout a
clearmethodof combination. Additionally, this pointsthe way for
deriving valuesfor featuressuchasHoovers-sectorfor companies
which aretoo smallto belisted on corporatenformationweb sites.

6. FURTHER WORK

Theresultsdescribedn this papersuggest numberof researchdi-
rectionsjmpactingeachof informationextraction,machindearning,
anddata-miningfrom text. The useof disparateknowledgesources
lendsitself to improvementof thelessaccuratdeatureshroughthe
useof the moreaccurateones.For informationextraction,we could
usethe informationfrom wrappedweb-sitesasa sourceof training
datato improve our extractors. This could be beneficialboth at the
sentencdevel, giving usaway of labelingthe corpuswe build from
crawling acompaly web-site andattheweb-siteclassificatiorevel,
giving usa way of adaptingatext classifiertrainedon a slightly dif-
ferenttrainingset.In additionwe canaugmenburextractorsto oper
ateon boththetext andsymbolicfeaturesproviding meta-a&tractors
thatlook notonly atwebpagesbut alsousebackgrouncknowledge.

An additionaldirectionis greatetautomatiorof the data-cleaningf
extractedfeatures. We discoreredanomaliesn a relatively ad hoc
mannerduringthe work describechere. By runningdata-miningas
a form of sanity-checlat thetime of extractorconstructionwe can
detectand henceavoid errorswhich arerarein general,but which
occurfrequentlyin a large enoughcollection. This augmentsary
testingwe do usinga pre-labeledestset,sinceit permitssystematic
errortestingin enormouspreviously unseersetsof data.

Someof the actualinformationextractionwe performedwasat the
level of keyword spotting.Extendingthisto usemachindearningon
dataeitherhand-labeledor labeledin a semi-supervisethannerus-
ing Hooversdatacanprovide richerandmorereliablefeatures.For
data-miningwe foundthattheunsuperviseéxploratoryapproactof

Apriori wasattractve, but weakin representationCombiningunsu-
pervisedsearchwith a decisiontreeor relationallearnercould give
us greaterpower in data-mining. Suchan approachwould needto

be bothincrementalanditerative, incorporatingfeatureselectionas
a sub-task,in orderto renderit computationallytractable. Due to

time constraintsve did not run our crawler on all companiesepre-
sentedon the Hooversweb-site.We could alsorun thesealgorithms
on companiesot found on Hoovers, by runningthe cravler more
generally Coupledwith datacleaning,we may be ableto perform
betterdata-miningwith muchthe sameexperimentaket-up.In ad-
dition, sincewe have learnedruleswhich predictcertainfeaturesn

the absenc®f others,it would beinstructive to try usingthoserules
to relabelcertainpartsof our data,andre-runthemining algorithms.
In this way we canview our knowledge-baseat ary periodin time
as a collection of knowledgein flux, aswe gain betterand better
understandingf patternghatunderlythedata.
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